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Abstract. In the simplest case of supervised learning we are
given a sample (xi, yi)

n
i=1 ∈ (X×Y )n, drawn from an unknown dis-

tribution ρX×Y . The goal is to recover the dependency y = f(x),
which in the least-squares context means to detect the conditional
expectation E(Y |x) of Y given x. Our approach shall be built upon
the seminal studies [1, 2], and [3].

We shall indicate how this statistical problem may fit into the
framework of Information-based Complexity. In particular we high-
light the concept of solution smoothness, related to a suitably cho-
sen reproducing kernel Hilbert space. An important ingredient will
be the covariance operator, and we shall discuss its impact on the
accuracy of reconstruction.

We shall provide lower bounds, and we indicate which numerical
methods can be used to achieve the optimal order of reconstruction.

Part of this talk is based on joint work with S. Lu and S. V.
Pereverzev [4].
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